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Lecture 13 
 
Hypothesis Testing (Tests of Significance) – 1 Sample Hypothesis Tests 
 
Let’s recall the definition of hypothesis testing: 
 
  
 
Before we jump into an example, let’s discuss the hypothesis test flow:  
 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 To conduct ANY hypothesis test, we always require the 4 steps in order:  
 
 

1. Identify the appropriate Hypotheses:  
 

Null hypothesis: 
 
 

Alternative hypothesis:  
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2. Collect the data and calculate the test statistic 

 
3. Find the p-value →  

 
 
 

  
4. Conclusion in context:  

  
If the p-value is small (𝑝 < 𝛼) →  
 

 
If the p-value is not small (𝑝 > 𝛼)→  
 

 
How do we determine what a “small” p-value is?  
 
 
 
 
 
Template for conclusions:  
 
 
At the alpha significance level of ___, with a p-value =___ </> 𝜶, we can/cannot reject H0 and 
therefore can/cannot conclude (HA IN CONTEXT). 
 
 

Testing for the population proportion p: the Z-test for p 
 
Safe to use if:  
 

i.  
 

ii.  
 
 

1. Hypothesis:  
  
 𝐻0:  

 
 𝐻𝐴:  
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2. Test statistic:  

 
 𝑧0 =  
 
 

3. P-value 
 
 If 𝐻𝐴: 𝑝 < 𝑝0   →    
 
 If 𝐻𝐴: 𝑝 > 𝑝0   →    
 
 If 𝐻𝐴: 𝑝 ≠ 𝑝0   →   

 
4. Conclusion (in context)  

 
Example – Intro to Statistics Drop-Outs 
It was found that 25% of community college students in the state of California do not complete 
their Introduction to Statistics course (either they withdraw mid-course or fail). In an effort to 
reduce the non-completion rate, a new hybrid course format (online materials + face-to-face 
instruction) was designed to replace the traditional course. To test its effectiveness, a random 
sample of 900 CA community college students who took the Introduction to Statistics course in 
the new format was chosen and it was found that 198 of them did not compete the course. The 
primary question of interest here is if these data provide enough evidence to conclude that the 
non-completion rate has significantly dropped? 
 

a. What are the null and alternative hypotheses in this case? 
 
 𝐻0:  

 
 𝐻𝐴:  
 
 

b. Calculate the test statistic 
 
 
 
 
 

c. Find the p-value 
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d. What is your conclusion in context at the alpha significance level of .05? 

 
 
 
 
 
 
 
 

 
Note: WE NEVER ACCEPT 𝑯𝟎!! 

 
Note: The whole purpose of hypothesis testing is to determine whether or not we can 
conclude that 𝑯𝑨 is true. Rejecting or not rejecting 𝑯𝟎 is a necessary step in the process, 
but does not fully answer the question at hand (can’t just stop there and not mention 
𝑯𝑨 at all!).  

 

Testing for the population mean 𝝁 (when 𝝈 is known): the Z-test for 𝝁 
 
Safe to use if  
 
 i.  

 
 

ii.  
 
 
 
1. Hypothesis:   

 
 𝐻0:  
 
 𝐻𝐴:  

 
 
 

 
2. Test statistic:  
 
  𝑧0 =  
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3. P-value 
 
  If 𝐻𝐴: 𝜇 < 𝜇0    →    
 
  If 𝐻𝐴: 𝜇 > 𝜇0    →    
 
  If 𝐻𝐴: 𝜇 ≠ 𝜇0   →    

 
4. Conclusion (in context)  
 

Example – Prescription Medicine 
A certain prescription medicine is supposed to contain an average of 247 parts per million (ppm) 
of a certain chemical. If the concentration is higher than 247 ppm, the drug may cause side 
effects, and if the concentration is below 247 ppm, the drug may be ineffective. The 
manufacturer wants to check whether the mean concentration in a large shipment is the 
required 247 ppm or not. A simple random sample of 100 portions is tested, and it is found that 
the sample mean is 249 ppm. The population standard deviation is known to be 12 ppm.  
 

1. What are the null and alternative hypotheses in this case? 
 
 

  𝐻0:  
 

  𝐻𝐴:  
 

 
2. Calculate the test statistic 

 
 
 
 
 
 
 

3. Find the p-value 
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4. What is your conclusion in context at the alpha significance level of .01? 

 
 
 
 
 
 

 
Side note on the relationship between the two-sided test, and the confidence interval 
 
If we are testing  

𝐻0: 𝜇 = 𝜇0  
𝐻𝐴: 𝜇 ≠ 𝜇0 

 
with 𝛼 = .05, an alternative way to perform this test is to find a 95% (1- 𝛼)% confidence 
interval for 𝜇 and check to see: 
 

If 𝜇0 falls outside the confidence interval →  
 

If 𝜇0 falls inside the confidence interval →  
 
Note: This relationship extends beyond just 𝝁. We can use the confidence interval approach 

to test for p as well, or really any parameter we are interested in. 
 

Example – Prescription Medicine (cont.) 
Use the confidence interval approach to test the two-sided alternative at the alpha significance 
level of .05 and then again at .01. 
 
 At 𝛼 = .05: 
 
 
 
 
 
 
 
 

At 𝛼 = .01: 
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Testing for the population mean 𝝁 (when 𝝈 is unknown): the t-test for 𝝁 
 
Safe to use if:  
 

i.  
 

ii.  
 
 
 

 
1. Hypothesis:   

 
  𝐻0:  
 
  𝐻𝐴:  
 
 
 

2. Test statistic:  
 
  𝑡0 =  
 
 
 

3. P-value 
 

 If 𝐻𝐴: 𝜇 < 𝜇0   →    
 

 If 𝐻𝐴: 𝜇 > 𝜇0   →    
 

 If 𝐻𝐴: 𝜇 ≠ 𝜇0   →    
 

4. Conclusion (in context)  
 
Some Notes about T-scores: 
 

i. Since s is calculated from the sample, it “suffers” from its own sampling variability as 
opposed to when we know the fixed 𝜎 that is then common to all samples.  
 

ii. This extra source of variability (“noise”) causes t-scores to behave more “erratically” 
than z-scores. (t-scores can be much larger than z-scores which range from -3 to 3 
mostly).  
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iii. If s happens to be unusually small, the t-score can be much larger than 3 or much 

smaller than -3 (look at the formula for the t-score!) 
 

iv. As the sample size n increases, the sample standard deviation s becomes more 
“stable” and close to 𝜎 

 
v. As the sample size increases, t-scores and z-scores behave very similarly: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It’s beyond the scope of the course to discuss degrees of freedom in depth. Just understand 
that 𝑑𝑓 = 𝑛 − 1. 
 
 
So, what do we notice from the graph above? 
 
 
 
 
 
 
 

How to Read the T-Score Table 
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So, similar to the Normal Table, we find the d.f. and then match across to the cumulative 
probability to find the t-score. If we are interested in the probability, then first find the d.f. and 
then the t-score within the table that matches closest to the t-score you have calculated.  
 

Note: In every statistical test of hypotheses, the p-value is calculated under the distribution 
of the test statistic (assuming 𝑯𝟎 is true). This distribution is called the “null distribution”. 

 
Example –Watching Television 
According to Nielsen Media Research, during the time period from 8:00pm to 11:00 pm, the 
average person watched 7 hours and 37 minutes of television per week. A random sample of 40 
women in the age group 18-24 years watched an average of 7 hours and 43.5 minutes of TV 
during that same time period with a standard deviation of 21 minutes. Is the true average 
higher than what is claimed by Nielsen? 
 

a. What are the null and alternative hypotheses in this case? 
 
 

  𝐻0:  
 
 

  𝐻𝐴:  
 

 
 

b. Calculate the test statistic 
 



Austin Menger 
STAT 1100Q 

10 

 
 
 
 
 
 

c. Find the p-value 
 
 
 
 
 
 
 

d. What is your conclusion in context at the alpha significance level of .10? 
 
 
 
 
 
 
 

Minitab Notes: 
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T-Score Table 

 
 


