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Lecture 14 
 
Hypothesis Testing (Tests of Significance) – 2 Sample Hypothesis Tests 
 
So far, we have only been considering hypothesis tests of 1 sample. This means that we look at 
1 sample in isolation and make inference about the corresponding population parameters 
(𝜇, 𝑝). 
 
Visually:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Now, we are going to consider cases where we have 2 samples from 2 different populations 
and wish to compare the parameters of these populations.  
 
Visually:  
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The key difference is:  
 
 
 
  
 

Comparing Two Population Means 
 
Before laying out the groundwork for a 2-sample comparison of means as we did with the 3 
different 1-sample tests, we must first make an important distinction between 2 cases:  
 
Independent Samples →  
 
 
 
Matched Pairs → 
 
 
 
Example – Identifying Independence 
 
For the following examples identify if we are discussing a 1-sample situation, or 2-sample 
situation. If we are discussing a 2-sample situation, identify whether the samples are matched 
pairs or independent samples.   
 

a. Researchers are interested in testing the effect of drinking alcohol on driving. So, they 
measure the time taken for 30 subjects each to complete a driving course. Then, each 
subject drinks 2 beers in 5 minutes and the researcher times the driving course again.  
 
 
 
 
 
 
 

b. Researchers are interested in testing the effect of drinking alcohol on driving. So, they 
randomly select 30 U.S. males to complete a timed driving course. Then, they randomly 
select another 30 males to each drink 2 beers in 5 minutes and take the driving course.  
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c. Researchers are interested in testing the effect of drinking alcohol on driving. So, they 

randomly select 30 females and measure the time taken for each to complete a driving 
course. The goal of the study is to see if female times are lower than the national 
average of 1.34 minutes.   

 
 
 
 
 
 
 

The Independent Samples Case – Two-Sample T-Test 
 
As always, we lay out the 4 fundamental steps in hypothesis testing:  

 
Safe to use if:  
 

i.   
 
 

ii.  
 
 

iii.  
 
 
 

1. Hypothesis:  
  
 𝐻0: 

 
 

 𝐻𝐴:  
 
 
 

Note: You MUST label each mu!!! 
 

2. Test statistic:  
 
 𝑡0 = 
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3. P-value →  
 
 
 If 𝐻𝐴: 𝜇1 < 𝜇2   →   
 
 If 𝐻𝐴: 𝜇1 > 𝜇2   →    
 
 If 𝐻𝐴: 𝜇1 ≠ 𝜇2   →  

 
4. Conclusion (in context)  

 
Example – Childhood Weight 
 
There is concern that childhood obesity is increasing with time. Is there really cause for concern 
(or is it just hype)? To help provide data to answer such questions, the U.S. government sponsors 
the National Health and Nutrition Examination Survey (NHANES), a periodically-updated record 
of many health variables of interest. According to a recent NHANES, the weight (in pounds) of a 
sample of 10-year-old males from recent years, compared to a sample of 10-year-old males in 
the 1960’s, is summarized as follows:  
 

 n 𝑥̅ s 

10-year-old males 
Recent Years 

187 84.9 24.6 

10-year-old males 
1963-1965 

576 74.2 14.4 

 
Analyze these data to formally test whether 10-year-old males from recent years weigh more 
than in the 1960’s at an alpha significance level of .05 by answering the following steps. 
 

a. What are the hypotheses of interest? 
 
 
 
 
 
 

b. Why can we use the two-sample T-test here? 
 
 
 
 

c. Calculate the test statistic (including the degrees of freedom). 
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d. Calculate the p-value, and interpret it in the context of this question. 

 
 
 
 
 
 
 
 

e. Draw your conclusions in context at the alpha significance level of .05. 
 
 
 
 
 
 
  

Again, we can use a confidence interval approach for the two-sided alternative:  
 
 
 
 
 
 
To find the appropriate t-score, go to the t-score table and find the degrees of freedom you 

have, as well as the desired probability of 
𝟏−𝑪𝑪

𝟐
+ 𝑪𝑪, and take that t-score for your formula.  

 
Note: Minitab only provides the full confidence interval as part of the output for the two-

sided test. 
 
Interpreting the Confidence Interval:  
 
We are ___% confident that the mean_____ in (sample 1) is between (lower bound) and 
(upper bound) higher/lower than the mean ______ in (sample 2).  
 
Note: If the C.I. contains the value 0, then we will not reject 𝑯𝟎, and thus we cannot conclude 

𝑯𝑨. If the C.I. does not contain the value 0, then we can reject the null hypothesis and 
conclude the alternative.  

 
Now, let’s look at the case where we have matched pairs… 
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The Matched Pairs Case – Paired T-Test 
 
Visually:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Note: These two samples have to be the same size, otherwise you can’t take their 
differences! 

 
In this case, the inference is not based on two samples but rather on the ONE sample of 
differences 𝑑1, 𝑑2, … , 𝑑𝑛.  
 
More specifically, the inference is based on the average of the differences:  
 

𝑥̅𝑑 =
∑ 𝑑𝑖
𝑛
𝑖=1

𝑛
 

 
and the standard deviations of the differences 𝑠𝑑. 
 

If 𝑥̅𝑑 =
∑ 𝑑𝑖
𝑛
𝑖=1

𝑛
 is unusually high or unusually small (as indicated by the p-value), then the data 

provide evidence to reject 𝐻0. 
 
Let’s lay out formally the 4 steps for the paired t-test:  
 
Safe to use if:  
 

i.        
 

 
ii.  
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iii.  

 
 
 
 
 
 

1. Hypothesis:  
  
 𝐻0: 

 
 

 𝐻𝐴: 
 
 
 
 

Note: You MUST label what 𝝁𝒅 is (by labeling what each mu represents)!!! 
 
2. Test statistic:  
 
 𝑡0 = 
 
 
 
3. P-value →  

 
 
 

 
  If 𝐻𝐴: 𝜇𝑑 < 0   →   

 
If 𝐻𝐴: 𝜇𝑑 > 0   →    

 
If 𝐻𝐴: 𝜇𝑑 ≠ 0   →  

 
4. Conclusion (in context)  

 
 
 

Note: This is essentially just a 1-sample t-test where the 1 sample is the distribution of the 
differences. 
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Example – Susan Farber’s Intelligence “Nurture” vs “Nature” Study 
 
Researchers have long been interested in the extent to which intelligence, as measured by IQ 
score, is affected by “nurture” as opposed to “nature”: that is, are people’s IQ scores mainly a 
result of their upbringing environment, or are they mainly an inherited trait? A study was 
designed to measure the effect of home environment on intelligence, or more specifically, the 
study was designed to address the question: “Are there significant differences in IQ scores 
between people who were raised by their birth parents, and those who were raised by someone 
else?” 
 
In order to be able to answer this question, the researchers needed to get two groups of subjects 
(one from the population of people who were raised by their birth parents, and one from the 
population of people who were raised by someone else) who are as similar as possible in all 
other respects. In particular, since genetic differences may also affect intelligence, the 
researchers wanted to control for this confounding factor. 
 
We know from our discussion on study design (in the Producing Data unit of the course) that 
one way to (at least theoretically) control for all confounding factors is randomization – 

randomizing subjects to the different treatment groups. In this case, however, this is not 
possible. This is an observational study; you cannot randomize children to either be raised by 
their birth parents or to be raised by someone else. How else can we eliminate the genetics 
factor? We can conduct twin studies.  
 
Because identical twins are genetically the same, a good design for obtaining information to 
answer this question would be to compare IQ scores for identical twins, one of whom is raised 
by birth parents and the other by someone else. Such a design (matched pairs) is an excellent 
way of making a comparison between individuals who only differ with respect to the 
explanatory variable of interest (upbringing) but are as alike as they can possibly be in all other 
important aspects (inborn intelligence). Identical twins raised apart were studied by Susan 
Farber, who published her studies in the book “Identical Twins Reared Apart” (1981, Publisher: 

Basic Books). In this problem we are going to use data that appear in Farber’s book of 32 

pairs of identical twins reared apart. 
 
Note the following output: 
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a. Identify the hypotheses of interest. 
 
 
 
 
b. Explain why the paired t-test is proper here. 
 
 
 
 
 
 
c. Calculate the test statistic (including the degrees of freedom). 
 
 
 
 

 
 

d. Calculate the p-value.  
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e. What is your conclusion in context at the alpha significance level of .05? 

 
 
 
 
 
 
 
Per usual, with the two-sided alternative we can use a confidence interval approach to the 
hypothesis testing: 
 

If 0 falls inside the interval →  
 
If 0 is not inside the interval →  

 
The formula for the confidence interval is: 
 
 
 
 
 
Example – Susan Farber Intelligence Study (cont.) 
 
Use a 95% confidence interval approach to hypothesis testing in order to confirm the findings 
above (include the appropriate hypotheses, the interval, and your conclusion in context).   

 
 
 
 
 
 
 
 
 
 
Note: If a result is not significant, all it means is that the data do not provide enough evidence 
to reject 𝑯𝟎. It does NOT mean that the result is not important, as we have seen in the group 

projects.  
 

Note: We are not covering the Wilcoxon Rank Sum Test in this course, so please ignore this on 
Minitab. 
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Helpful Flowchart:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Minitab Notes: 
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T-Score Table 

 
 


